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CONTEXT EFFECTS ON CHOICE
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Four pigeons responded on a concurrent-chains schedule in four experiments that examined wheth-
er the effectiveness of a stimulus as a conditioned reinforcer is best described by a global approach,
as measured by the average interreinforcement interval, or by a local contextual approach, as mea-
sured by the onset of the stimulus preceding the conditioned reinforcer. The interreinforcement
interval was manipulated by the inclusion of an intertrial interval, which increased the overall time
to reinforcement but did not change the local contingencies on a given trial. A global analysis
predicted choice for the richer alternative to decrease with the inclusion of an intertrial interval,
whereas a local analysis predicted no change in preference. Experiment 1 examined sensitivity to
intertrial intervals when each was signaled by the same houselight that operated throughout the
session. In Experiment 2, the intertrial interval always was signaled by the stimulus correlated with
the richer terminal link. In Experiment 3, the intertrial interval was signaled by the keylights cor-
related with the initial links and two novel houselights. Experiment 4 provided free food pseudo-
randomly during the intertrial interval. In all experiments, subjects’ preferences were consistent with
a local analysis of choice in concurrent chains. These results are discussed in terms of delay-reduction
theory, which traditionally has failed to distinguish global and local contexts.

Key words: conditioned reinforcement, delay-reduction theory, choice, intertrial interval, concur-
rent chains, key peck, pigeons

A pervasive problem in conditioning in-
volves the role of context, including temporal
context, in modulating the strength of con-
ditioned reinforcers. Initial theories empha-
sized the role of global temporal variables
(Gibbon & Balsam, 1981), but later research
suggests an increasing role for locally medi-
ated effects (Reilly & Schactman, 1987; W. A.
Williams & Fantino, 1996).

Temporal control over the development of
conditioned stimuli in classical conditioning
has been most often studied using the auto-
shaping paradigm (Cooper, Aronson, Balsam,
& Gibbon, 1990; Kaplan & Hearst, 1982; Yin,
Barnet, & Miller, 1994). This procedure is
used to train key pecking in a pigeon with no
history of pecking a lighted response key. An
autoshaping trial consists of the presentation
of the target keylight for a fixed duration, fol-
lowed immediately by food. The temporal
context in which this trial occurs can be ma-
nipulated by altering the time (intertrial in-
terval, ITI) that separates each trial. During
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the ITI, the key is not typically illuminated.
In general, key pecking during the trial is fa-
cilitated by increasing the duration of the ITI
relative to the trial duration (Gibbon & Bal-
sam, 1981; see Cooper, 1991, for a review).
Temporal comparator models, such as scalar
expectancy theory (Gibbon & Balsam, 1981),
propose that the increase in key pecking with
increasing ITIs is not due to the absolute tem-
poral duration of the ITI, but rather to the
relation between the ITI and trial duration.
Such models suggest that the evocative effect
of a stimulus is a function not only of the
absolute time spent in its presence but also
of the overall time between food presenta-
tions (i.e., the interreinforcement interval,
IRI). Gibbon and Balsam (1981) described
the acquisition of a response in terms of cycle
time divided by trial duration, in which the
cycle time is defined as the IRI (i.e., ITI plus
trial duration). When this ratio is greater
than a given value (approximately two), re-
sponding should be elicited reliably. Increas-
ing the ITI relative to the trial duration
should increase the rate of response acquisi-
tion; however, increasing the ITI while also
increasing the trial duration such that the ra-
tio is maintained should not produce an in-
crease in speed of response acquisition. Thus,
assuming that the same factors determine the
conditioned reinforcing value of a stimulus,
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a complete behavioral analysis of conditioned
reinforcement must take account of the rela-
tive temporal context in which the trial oc-
curs.

Characterizing conditioned value (either
evocative or reinforcing) of a stimulus as a
function of the overall time between uncon-
ditioned stimulus presentations represents a
global temporal account of conditioned val-
ue. However, additional experimental work
suggests that the relevant temporal compa-
rator term may not be the IRI. Instead, the
time since the last cue or discrete environ-
mental signal (the local context) may be
more relevant in determining conditioned
value. The local context has been manipulat-
ed by providing free food during the ITI
(Goddard & Jenkins, 1987) or by presenting
a neutral stimulus during the ITI prior to the
target stimulus (an ITI ‘‘filler’’; Schactman &
Reilly, 1987). Both manipulations have been
shown to retard response autoshaping, pre-
sumably by increasing the excitatory strength
of the ITI relative to the target stimulus.
Global accounts of conditioning that presup-
pose that the target stimulus strength is a
function of the IRI cannot accurately account
for the effects described above. Thus, it is
necessary to reconceptualize the appropriate
temporal context in which to assess condi-
tioned value (Barnet, Grahame, & Miller,
1993).

Although the effects of global and local
variables have been studied extensively in au-
toshaping, significantly less is known of the
effects of comparable variables on choice in
operant paradigms. The current investigation
used a choice procedure involving concur-
rent-chains schedules of reinforcement (Au-
tor, 1969) in order to assess the role of global
and local temporal contexts in determining
the development of conditioned reinforce-
ment strength.

A chained schedule consists of two or more
schedules, each of which is correlated with a
different exteroceptive stimulus. Primary re-
inforcement is obtained only after the ter-
mination of the final component (the termi-
nal link) of the chain. A concurrent chain
consists of two chained schedules operating
simultaneously. In research on choice, both
alternatives in the initial link are signaled by
stimuli of the same form. The schedules op-
erating in the initial links are generally equal

variable-interval (VI) schedules of reinforce-
ment. In a two-component concurrent-chains
schedule, the first response after an initial-
link VI schedule has timed out is reinforced
with the presentation of the terminal link.
The alternative not chosen is darkened at this
point, and the organism responds in the cho-
sen terminal link until primary reinforce-
ment is obtained. After reinforcer delivery,
the initial links are reinstated. This procedure
is ideal in assessment of the conditioned re-
inforcing value of a stimulus because choice
in the initial links is affected by differences
arranged in the terminal-link components
(see Fantino & Logan, 1979, pp. 227–234, for
history and rationale). Thus, the efficacy of a
terminal-link stimulus as a conditioned rein-
forcer can be measured by the proportion of
responding in the initial link that precedes it
relative to the alternative.

The present experiments were designed to
determine to what extent temporal context
(in this case, the IRI) and the stimuli present
during the IRI influence responding on con-
current-chains schedules. With such a strong
relation between ITI and trial duration in au-
toshaping, it is possible that such a relation
exists for concurrent-chains schedules of re-
inforcement. The value of a terminal-link
stimulus as a conditioned reinforcer often has
been seen as determined by its temporal re-
lation to the onset of the initial-link stimulus
and reinforcement. From a more global per-
spective, the context for conditioned rein-
forcement can be conceptualized not in
terms of trial duration (i.e., duration of the
whole chain, initial and terminal links), but
in terms of the relation between a stimulus
and the IRI. In most previous studies, trial
duration has been equivalent to the IRI be-
cause each food delivery was followed im-
mediately by the onset of the subsequent tri-
al. The present experiments investigated
conditions in which the IRI and trial duration
were not equal. The addition of an ITI be-
tween trials makes this distinction possible. If
choice is modulated by more global temporal
variables, the addition of an ITI preceding ev-
ery trial should affect performance by in-
creasing the IRI. If choice is determined sole-
ly by local temporal parameters, then the
addition of an ITI should not affect prefer-
ence measures. Within a temporal frame-
work, only time from onset of the choice
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phase should govern conditioned value and
thus choice.

Choice in concurrent-chains schedules is
well described by delay-reduction theory,
which states that the effectiveness of a stim-
ulus as a conditioned reinforcer is deter-
mined by the reduction in time to reinforce-
ment correlated with the onset of that
stimulus relative to the average delay to re-
inforcement (Fantino, 1969, 1977; Fantino,
Preston, & Dunn, 1993; Squires & Fantino,
1971). The greater the improvement in terms
of temporal proximity to reinforcement cor-
related with the onset of a stimulus, the more
effective that stimulus will be as a conditioned
reinforcer. In the Squires and Fantino (1971)
formulation, delay-reduction theory is ex-
pressed as follows:

B r (T 2 t )L L L5 , (1)
(B 1 B ) [r (T 2 t ) 1 r (T 2 t )]L R L L R R

where BL and BR represent responses on the
left and right alternatives, respectively; rL and
rR represent the arranged rate of reinforce-
ment for the left and right alternatives; tL and
tR are the durations of each terminal-link
schedule; and T is the average time to rein-
forcement. The present experiment investi-
gated whether T is best viewed as sensitive to
the global or local temporal context in a con-
current-chains procedure. There are at least
two ways to conceptualize T: either the aver-
age time to reinforcement as measured from
the onset of the initial links of a given trial (a
local view) or as the average time between
reinforcer presentations (a global view). In
the numerous studies that have examined
conditioned reinforcement with concurrent
chains, these two measures of T have been
equivalent because the general effects of ITI
presence versus absence were not under ex-
amination.

Most studies that have examined the role
of ITIs on choice under concurrent-chains
schedules have looked at choices between
certain and uncertain outcomes with discrete-
trial procedures (Spetch, Belke, Barnet,
Dunn, & Pierce, 1990; Spetch, Mondloch,
Belke, & Dunn, 1994). Although their find-
ings have failed to demonstrate effects of pre-
senting an ITI preceding the choice phase on
relative responding, some of Mazur’s work
(1991, 1993) has suggested a potential role of

ITIs on preference measures. However, his re-
search has typically employed discrete-trial
choice measures and manipulated amount or
probability of reinforcement. Such results
may not necessarily generalize to other par-
adigms such as a free-operant procedure (Ma-
zur, 1995).

The following experiments examined con-
ditions in which a global and a local theory
of conditioned reinforcement predicted dis-
similar results in a traditional concurrent-
chains schedule with and without an ITI. Two
conditions employed either long or short ini-
tial links, holding terminal-link duration con-
stant. The third condition used the same
short initial links as one of the prior condi-
tions but included an ITI preceding each tri-
al. The ITI was sufficiently long to equate the
average IRI between this condition with the
long initial-link condition. Thus, the ITI con-
dition had the same global temporal context
as the long initial-link condition but the same
local temporal context as the short initial-link
condition. If the local view of conditioned re-
inforcement is more accurate in describing
choice, preference should be comparable be-
tween the ITI and short initial-link condi-
tions. If this outcome occurred, delay-reduc-
tion theory as traditionally viewed would
need no modification. However, if a global
view is correct, preference should be similar
between the ITI and long initial-link condi-
tions. With this outcome, Equation 1 would
need an additional term to incorporate the
ITI.

Thus the present set of experiments had
three aims: (a) to assess whether the strength
of a conditioned reinforcer is accurately pre-
dicted based on the global or the local tem-
poral context; (b) to provide conditions un-
der which sensitivity to global temporal
variables would be enhanced; and (c) to de-
termine whether Equation 1 should assess de-
lay-reduction value relative to the immediate-
ly preceding stimulus (local context) or to
the IRI as a whole (global context).

EXPERIMENT 1

Experiment 1 examined the effects on
choice of presenting a single ITI, lit by a neu-
tral houselight, prior to the initial links of a
concurrent-chains schedule. Although we
were confident that the degree of preference
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would be sensitive to temporal manipulations
in the initial links, evidence that relative pref-
erence measures are sensitive to extratrial
temporal manipulations has been mixed (Ma-
zur, 1993; W. A. Williams & Fantino, 1996).
In addition, although delay-reduction theory
is a relativistic choice model, the relevant
comparator term T has not been expressly
clarified. Its general conception as ‘‘the av-
erage time to reinforcement’’ implies that
choice should be a function of the IRI; yet
little research has examined the appropriate
temporal context by differentiating the po-
tential effects of the IRI from the traditional
calculation of T from the onset of the initial
links. Inclusion of an ITI in the concurrent-
chains procedure extends the IRI and allows
an empirical distinction to be made between
the two approaches.

METHOD

Subjects

One mixed-breed and 3 White Carneau
male pigeons were maintained at 80% of
their free-feeding weights. Deprived-state
body weights (80%) ranged from 295 g (Sub-
ject S1) to 485 g (Subject S2). All subjects
were free-fed for a period of no less than 2
weeks; stability was determined by a leveling
off of body weight, with no greater than a 15-
g difference (10 g for Subject S1) between
the lowest and highest weights of the last
week. A minimum of seven weights were av-
eraged for assessment of ad lib body weight.
The lowest two body weights were eliminated
prior to this average, and the final calculation
was rounded up prior to using 80% of that
weight as the subjects’ ‘‘running’’ weights. Be-
cause the reassessment of body weights close-
ly matched the initial assessment of body
weights (almost 2 years prior to this study),
body weights were not reassessed for the ad-
ditional studies presented below (Experi-
ments 2 through 4). Each pigeon had prior
experience with simple chained schedules.
The pigeons were housed individually in a
colony room, where they were provided with
continuous access to grit and vitamin-en-
riched water.

Apparatus

Sessions were conducted in four operant
chambers. Two chambers were cubes and two

were round. Each chamber contained three
translucent response keys that were evenly
spaced horizontally above the floor. These
keys could be transilluminated various colors
by a 6-W miniature bulb, located directly be-
hind each key. Directly above each response
key was a houselight that could be illuminat-
ed various colors. A solenoid-operated food
hopper provided mixed grain (including
milo) as the reinforcer. During reinforce-
ment, the hopper was illuminated by a 6-W
bulb and all keylights and the chamber
houselights were dark. Ventilation fans pro-
vided continuous masking noise. Hopper du-
ration was 4 s per reinforcement. Experimen-
tal events for all chambers were controlled by
IBM-compatible 286 computers operating
Turbo Pascal 5.0 software.

Procedure

Key pecks were reinforced according to a
concurrent-chains schedule of reinforcement
(Figure 1). In the presence of the two initial-
link stimuli (choice phase), responses on the
left and right keys were reinforced according
to concurrent and independent VI schedules
as generated by a Fleshler and Hoffman dis-
tribution (1962). On each key, the first re-
sponse following the lapse of the interval pro-
duced the terminal-link stimulus scheduled
for that key. Responding in the presence of
the terminal-link stimulus (outcome phase)
was reinforced by food according to a VI
schedule. Once a terminal link was obtained,
the other key became dark, and timing of the
schedule on the dark key was interrupted un-
til the next choice phase began. Daily sessions
were terminated after a maximum of either
40 reinforcer deliveries or 4 hr, whichever
came first. Each condition remained in effect
for a maximum of 35 sessions, or until a sta-
bility criterion was satisfied, whichever came
first. A minimum of 10 sessions had to be
completed before stability was assessed by the
following method: The previous nine sessions
were divided into three blocks of three ses-
sions each. The stability criterion was satisfied
if the means of the choice proportions for the
three blocks differed by no more than .05
and showed no increasing or decreasing
trends. If preference was above .90 for one
alternative for three consecutive sessions,
conditions were changed given that 10 ses-
sions had occurred. The last requirement was
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Fig. 1. The concurrent-chains procedure. (a) The se-
quence of events when responses on the left key are re-
inforced. (b) The analogous sequence of events when
responses to the right alternative are reinforced. Equal
VI schedules, signaled by identical white keylights, ar-
range access to mutually exclusive terminal links. Re-
sponses in the presence of the terminal links, correlated
with distinct colored keylights, are reinforced with several
seconds’ access to grain. Preceding each choice phase is
an ITI on a fixed-time schedule, in which all keylights are
nonfunctional (stimulus presentation during the ITI var-
ies across experiments).

Table 1

Variable-interval schedule values (in seconds) are pre-
sented for each component of two-link concurrent-chains
procedure, along with choice predictions for the richer
terminal link, as determined according to Squires and
Fantino (1971).

Condi-
tion ITI Initial links

Terminal links

Rich Lean Predictions

Baseline
A
B
C 240

180
120
600
120

60
30
30
30

60
90
90
90

.50

.81

.57

Table 2

The order of conditions for all subjects across all four
experiments.

Sub-
ject Condition

1
2
3
4

Baseline
Baseline
Baseline
Baseline

A
B
A
C

B
C
C
B

C
A
B
A

instituted to prevent the development of pat-
terns of biased performance which might
have influenced responding in later condi-
tions.

All subjects were exposed to baseline train-
ing to test for side or color biases. Each sub-
ject then was placed in three successive ex-
perimental conditions (A, B, and C), the
order of which was counterbalanced across
subjects. The schedule values for each con-
dition and condition order are presented in
Tables 1 and 2. The average time to reinforce-
ment for a concurrent-chains schedule with
equal VI initial links and different VI termi-
nal links is calculated by dividing the value of
the initial-link schedule in half and then add-
ing terms equal to one half the value of the

left terminal link plus one half the value of
the right terminal link. Thus, the average
time to reinforcement in Condition A is 120/2
1 90/2 1 30/2 5 120 s. The average time
spent in the initial links is 60 s, not 120 s,
because both schedules are operating simul-
taneously and independently. Therefore,
each chained schedule arranges one access to
its terminal link every 120 s; collectively, this
is two accesses every 120 s, or one every 60 s
(on average). The average time to reinforce-
ment for Condition B is 600/2 1 90/2 1 30/2
5 360 s. For Condition C, if the ITI is not
important in determining choice (a local
view), the effective average time to reinforce-
ment is calculated from the onset of the ini-
tial links and is identical to Condition A. The
ITI does increase the IRI, however, and ac-
cording to a global view of choice and con-
ditioned reinforcement, should affect choice.
If this view is correct, then the effective av-
erage time to reinforcement is 240 1 120/2
1 90/2 1 30/2 5 360 s, identical to the IRI
in Condition B.

During the choice phase, the left and right
keys were illuminated white. One terminal
link was signaled by a green keylight; the oth-
er was signaled by a red keylight (the termi-
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Table 3

Average response rates (responses per minute) in each
component of the concurrent-chains schedule in Exper-
iment 1.

Sub-
ject Condition Initial links

Terminal links

Rich Lean

1 Baseline
A
B
C

44 (31)
38 (12)
53 (4)
65 (7)

55 (20)
59 (13)
82 (5)
86 (8)

71 (32)
58 (12)
77 (4)
73 (6)

2 Baseline
A
B
C

55 (19)
63 (3)
47 (7)
63 (6)

49 (7)
80 (5)
97 (8)

102 (10)

40 (5)
40 (2)
49 (5)
47 (3)

3 Baseline
A
B
C

72 (18)
84 (5)
88 (3)

117 (3)

67 (5)
89 (3)

144 (13)
129 (4)

59 (12)
59 (7)
86 (5)
81 (14)

4 Baseline 63 (16) 85 (8) 89 (14)
A
B
C

92 (11)
90 (24)

109 (29)

89 (6)
100 (12)
111 (14)

77 (6)
83 (10)
74 (8)

Note. Values in parentheses represent standard devia-
tions. All values for Subject 3 in Condition C and Subject
4 in Condition A represent data averaged over the last
three sessions; remaining values for all subjects were av-
eraged over the last nine sessions.

nal link that corresponded to each stimulus
was counterbalanced across subjects). During
the ITI in Condition C, all stimuli were dark-
ened except for a single white houselight
above the center key, which was illuminated
throughout the session. In Condition C, the
first trial began with the ITI; each subsequent
ITI immediately followed the reinforcer pre-
sentation.

RESULTS AND DISCUSSION

Individual means and standard deviations
of response rates in each component of the
procedure for each condition are presented
in Table 3; individual-subject choice propor-
tions and time-allocation measures are illus-
trated in Figure 2. (Time spent in an initial-
link schedule per visit was measured from the
first response to that schedule until the first
response to the other schedule.) The means
were taken from the final nine sessions of
each condition, except when the final three
sessions (after a minimum of 10 sessions)
were above .90 preference. Under these cir-
cumstances, mean preference was obtained
from these final three sessions only.

The average time to reinforcement was the

same for Conditions B and C. According to a
global analysis, subjects should have respond-
ed similarly in these conditions because be-
havior should be mediated by the IRI. In
Conditions A and C, the IRI differed, but the
trial duration (time from the onset of the ini-
tial links to reinforcement) was held constant.
A local analysis predicted that choice propor-
tions should be more similar in Conditions A
and C than between Conditions B and C. Fig-
ure 2 shows the individual choice proportions
and time allocations for each condition. De-
spite intersubject variability, an analysis of
variance (ANOVA) showed a main effect of
condition, F(3, 9) 5 15.49; p , .01, on choice
proportion and a main effect of condition,
F(3, 9) 5 18.4; p , .001, on time allocation.
The difference in choice proportions for
Conditions A and C failed to meet the crite-
rion for statistical significance, F(1, 3) 5 0.14;
p 5 .74. Thus, the two conditions did not sta-
tistically differ. By itself, this comparison is
not informative because it is possible that
Condition B was not different from either A
or C. The relevant test is whether the mean
of Conditions A and C is statistically different
from Condition B. An ANOVA showed that
there was a statistically significant difference
in this comparison, F(1, 3) 5 44.0; p , .01,
meaning that, in addition to being equiva-
lent, choice in Conditions A and C was dif-
ferent from that in B. These findings suggest
that the addition of an ITI preceding each
trial did not generally affect choice on the
concurrent-chains schedule in this experi-
ment. On an individual-subject level, only
Subject S1 appeared to demonstrate a possi-
ble devaluation of the richer terminal link in
Condition C, resulting in a mean choice pro-
portion intermediate between that of Condi-
tions A and B. All other subjects demonstrat-
ed a strong preference for the VI 30-s
alternative in Condition C (most notably Sub-
ject S3), consistent with a local analysis of
choice.

It is possible that the inclusion of an ITI
preceding the choice phase did affect behav-
ior: Because choice is a relative measure, it
may be insensitive to changes in absolute re-
sponding. There was an overall significant in-
crease in response rate in the richer VI 30-s
terminal link, F(1, 3) 5 44.5; p , .01, be-
tween Condition A and Condition C; howev-
er, there were no increases found in response
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Fig. 2. Choice proportion (dark bars) and time allocation (hatched bars) for the richer VI 30-s alternative in the
terminal link of a concurrent-chains schedule, for Experiment 1 (ITI signaled by white houselight). Condition A
utilized short (VI 120 s) initial links, Condition B presented long (VI 600 s) initial links, and Condition C utilized
short (VI 120 s) initial links preceded by a 4-min ITI. A local analysis predicts that choice should be equivalent in
Conditions A and C, whereas a global analysis assumes that choice in Condition C should approximate that in
Condition B. The error bars represent standard errors of the means of each data point.
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rate in the initial links, F(1, 3) 5 7.09; p 5
.076, nor in the leaner VI 90-s terminal link,
F(1, 3) 5 3.77; p 5 .15. This result indicates
that the subjects’ behavior was sensitive to the
addition of the ITI, but that such effects were
isolated to increases in rate of responding to
the VI 30-s schedule. Also recall that relative
measures, such as choice proportion or time
allocation, did not change. These findings
are consistent with similar findings of differ-
ential effects on absolute versus relative mea-
sures (LaFiette & Fantino, 1989).

The behavior of the subjects was reliably
sensitive to temporal manipulations in the
initial links, however. Choice proportions and
time allocation were dramatically reduced in
Condition B, in which initial-link values were
increased to concurrent VI 600-s schedules,
replicating Fantino’s (1969) findings. Thus,
the absence of systematic effects on choice of
ITI manipulation (presence or absence) does
not indicate insensitivity to temporal vari-
ables. Instead, position of the temporal ma-
nipulation seems critical to predicting subse-
quent effects on choice measures.

Choice in a concurrent-chains schedule re-
flects the relative value of terminal-link stim-
uli as conditioned reinforcers. Thus, the re-
sults of Experiment 1 suggest that the context
that determines conditioned reinforcer value
is better conceptualized in terms of the re-
duction in time to reinforcement compared
to the onset of a trial (the onset of the choice
phase) than in terms of the total time be-
tween reinforcer presentations. In other
words, these results imply that delay-reduc-
tion theory, in the context of choice, can be
properly stated in terms of the relative reduc-
tion in time a stimulus signals to reinforce-
ment, as calculated from the onset of the pre-
ceding stimulus (here, the initial-link
stimuli), rather than relative to the overall
time to reinforcement (time between rein-
forcer presentations).

The results of Experiment 1 are consistent
with the findings of Mazur (1989). He varied
the ITI and examined choice between a prob-
abilistic reinforcer and a certain reinforcer in
a discrete-trial adjusting-delay procedure. He
found no effect of ITI duration on prefer-
ence. As in the current experiment, the ITIs
in Mazur’s experiment were signaled by a
stimulus that was not differentially correlated
with either choice alternative. Subsequent re-

search by Mazur (1991) suggests that if the
stimuli presented during the ITI are the same
as stimuli correlated with the richer of two
concurrently available schedules, the ITI’s ef-
fectiveness in controlling choice will increase.
Mazur argued that a houselight correlated
with the probabilistic alternative became a
conditioned reinforcer due to its occasional
pairing with food. By signaling the ITI with
this same houselight, conditioned reinforcing
strength should decrease, because the effec-
tive stimulus duration increased while the
number of primary reinforcer presentations
stayed the same. The next experiment at-
tempted to extend this reasoning to a con-
current-chains procedure. By signaling the
ITI with a stimulus identical to one of the
terminal links, the conditioned reinforcing
value of that stimulus might decrease, be-
cause the time spent in the presence of that
stimulus has increased significantly. Thus, the
preference ratios obtained would be more
consistent with a global interpretation of the
determinants of conditioned reinforcement.

EXPERIMENT 2

The results of Experiment 1 were best de-
scribed by a local view of conditioned rein-
forcement. Experiment 2 examined the ef-
fects of signaling the ITI with a stimulus
configuration directly associated with rein-
forcement: the terminal-link keylight and
houselight correlated with the richer VI 30-s
schedule of reinforcement. The ITI condi-
tion of Experiment 2 was identical to Condi-
tion C of Experiment 1, except that the ITI
was signaled by the richer terminal-link key-
light, which was presumed to function as a
relatively strong conditioned reinforcer and
which provided subjects the opportunity to
respond during the ITI to a lit keylight (al-
though reinstatement of the initial links was
not contingent upon any response require-
ment). If Mazur’s (1993) results with proba-
bilistic reinforcement are applicable in the
case of concurrent chains, then one might ex-
pect that signaling the ITI with a stimulus cor-
related with the preferred alternative would
decrease preference for that stimulus. In-
creasing the time spent in the presence of
that stimulus, whether it precedes or follows
reinforcement, should devalue the reinforc-
ing effectiveness of that stimulus because its
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Table 4

Average response rates (responses per minute) in each component of the concurrent-chains
schedule in Experiment 2.

Subject Condition Initial links

Terminal links

Rich Lean ITI stimulus

1 Baseline
A
B
C

88 (3)
55 (6)
56 (10)
80 (8)

93 (5)
75 (4)
82 (7)
96 (7)

103 (5)
69 (3)
83 (3)
95 (5) 5

2 Baseline
A
B
C

54 (6)
69 (4)
59 (2)
65 (5)

47 (6)
59 (5)
46 (4)
45 (3)

50 (5)
52 (5)
46 (5)
55 (13) 1

3 Baseline
A
B
C

108 (6)
72 (4)
82 (7)
91 (7)

95 (7)
81 (5)
81 (8)

122 (21)

93 (11)
77 (11)
70 (12)
95 (11) 18

4 Baseline
A
B
C

102 (16)
90 (3)
75 (9)
91 (7)

81 (8)
130 (3)
129 (8)
87 (17)

73 (6)
87 (2)

113 (7)
88 (27) 12

Note. Values in parentheses represent standard deviations. Values for Subject 4 in Conditions A and C represent
data averaged over last three sessions; all remaining values were averaged over the last nine sessions.

absolute duration would increase relative to
that of the less preferred alternative; thus,
subjects spend a greater amount of time in
the presence of the former stimulus in the
absence of reinforcement, degrading cue sa-
lience (B. A. Williams & Ploog, 1992). The
onset of the formerly less preferred stimulus
now signals a greater relative reduction in
time to primary reinforcement and should be
more highly valued. Also, providing an ex-
plicit opportunity for subjects to respond dur-
ing the ITI may increase the salience of this
time interval and thus increase its influence
on choice. Because pigeons are unlikely to
respond to darkened keylights (as in Experi-
ment 1), presenting a lit key during the ITI
should evoke responses from subjects with a
strong history of responding to that stimulus.

METHOD

Subjects and Apparatus

The subjects and apparatus were the same
as in Experiment 1.

Procedure

The schedules and schedule values were
identical to those of Experiment 1. The ter-
minal links, in addition to being signaled by
red or green keylights, as in Experiment 1,
were also signaled, respectively, by red or

green houselights located above the terminal-
link keylight that was currently illuminated.
The initial-link houselight, which was white,
was illuminated above the center (nonfunc-
tional) keylight. The keylight and houselight
that were illuminated during the VI 30-s ter-
minal link also were illuminated during the
ITI. Thus, the ITI was always paired with the
same stimulus configuration located in the
same position during the ITI as during the ter-
minal link. Color and position of the VI 30-s
terminal link were counterbalanced across
subjects. All other schedule and stimulus con-
ditions were identical to Experiment 1.

RESULTS AND DISCUSSION

Individual response-rate data and re-
sponses during the intertrial interval for each
condition are shown in Table 4. Choice pro-
portions and time-allocation measures are
graphically represented in Figure 3.

If conditioned reinforcer value is sensitive
to the global temporal context, or IRI, then
choice in Condition C should match that in
B, given that the average IRI was equal for
the two conditions. If, however, a local con-
textual analysis is appropriate, and choice in
concurrent chains is insensitive to ITIs, then
choice in Condition C should match that in
Condition A. Analysis of variance on aggre-
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Fig. 3. Choice proportion (dark bars) and time allocation (hatched bars) for the richer VI 30-s alternative for
Experiment 2, in which the ITI was signaled by the richer terminal-link keylight and houselight. The error bars
represent standard errors of the means of each data point.
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grate data demonstrates a main effect of con-
dition, F(3, 9) 5 28.07; p 5 .0001, for choice
proportion and a main effect of condition,
F(3, 9) 5 23.34; p 5 .0001, for time alloca-
tion. Analyses indicated that choice in Con-
dition C, whether measured by responses or
time allocation, was equivalent with that in
Condition A and different from Condition B,
consistent with a local analysis of conditioned
reinforcement. Absolute measures of re-
sponding did not show a significant effect of
ITI manipulation for the richer terminal link,
F(1, 3) 5 .003; p 5 .96, for the longer ter-
minal link, F(1, 3) 5 3.56; p 5 .16, or for
response rates in the initial links, F(1, 3) 5
2.29; p 5 .23. Thus, the subjects’ behavior ap-
peared to be insensitive to the addition of the
ITI in Condition C on both relative and ab-
solute measures, unlike in Experiment 1 in
which absolute rates proved to be partially
sensitive to the ITI manipulation.

It should be noted, as seen in Table 4, that
2 of the 4 subjects did respond consistently
to the keylight when presented during the
ITI, whereas for the other 2 subjects, re-
sponding was nearly extinguished by the end
of the condition. Yet all subjects demonstrat-
ed a pattern of choice that was most consis-
tent with a local contextual view of condi-
tioned reinforcement. Thus, responding
during the ITI did not increase the likelihood
that the ITI would have an impact on choice
and push preference closer to indifference,
as might be predicted by a global analysis. In-
deed, those subjects who responded most ro-
bustly showed the highest preferences for the
VI 30-s schedule in Condition C, indicating
the lowest sensitivity to the temporal effects
of the ITI on relative response rates. Further,
it cannot be argued that the subjects were at-
tending to unrelated events during the ITI
(such as preening) because 2 of the subjects
showed a reasonably robust level of respond-
ing to the keylight during the ITI.

Although many studies have indicated that
time spent in the presence of stimuli not as-
sociated with food should have relatively little
or no effect on conditioned reinforcer value
(Dunn, 1990; Mazur, 1991; B. A. Williams &
Dunn, 1991), work by Mazur (1993; Mazur &
Romano, 1992) has shown some effects of
ITIs or interlink intervals (ILIs: intervals be-
tween multiple linked response components)
when signaled by stimuli correlated with food

delivery. Results from the second experiment,
consistent with findings from the first, are not
supportive of this hypothesis: If extending the
stimuli correlated with the smaller, more val-
ued terminal link into the ITI increases the
effective duration of this alternative in the
concurrent-chains procedure, then its value
should have declined and approached the
value of the longer terminal-link alternative,
resulting in a decline in preference for the
smaller terminal link and approximating
preference found in the condition with the
same IRI. This was clearly not the case.

EXPERIMENT 3

Experiment 2 examined whether extend-
ing the stimulus configuration of the pre-
ferred outcome into the ITI would shift pref-
erence for a richer alternative toward
indifference. In addition, such a signal pro-
vided an opportunity for subjects to respond
during the ITI, which could have increased
the salience of the ITI sufficiently to affect
choice. Consistent with earlier findings in Ex-
periment 1, pairing the ITI with a reinforcer-
relevant stimulus did not change or affect
preference and, thus, conditioned reinforcer
value. Perhaps the ITI would affect choice
(and therefore provide support for a more
global contextual view) if the ITI contained
stimuli correlated with the choice phase rath-
er than those correlated with the outcome
phase. Specifically, by extending stimuli
paired with the initial links into the ITI, pref-
erence might shift toward indifference if the
ITI were sufficiently long. This also provided
an opportunity for subjects to respond during
the ITI, as in Experiment 2.

METHOD

Subjects and Apparatus

The subjects and apparatus were the same
as in Experiment 1.

Procedure

The schedules and schedule values were
identical to those of Experiments 1 and 2.
The initial- and terminal-link stimuli were
identical to those in Experiment 2. In Con-
dition C, ITI presentation was signaled by the
two white side keylights present during the
initial links, as well as by two novel orange
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Table 5

Average response rates (responses per minute) in each component of the concurrent-chains
schedule in Experiment 3.

Subject Condition Initial links

Terminal links

Rich Lean

Response rate to ITI stimuli

Rich Lean

1 Baseline
A
B
C

60 (8)
65 (15)
56 (9)
79 (8)

68 (6)
65 (6)
84 (7)

100 (5)

85 (4)
60 (10)
77 (12)
94 (11) 10 6

2 Baseline
A
B
C

67 (6)
66 (5)
58 (3)
76 (6)

34 (6)
48 (3)
60 (5)
66 (5)

47 (5)
41 (5)
50 (4)
58 (6) 4 4

3 Baseline
A
B
C

78 (5)
74 (9)
81 (9)
94 (12)

75 (13)
108 (16)
143 (28)
144 (23)

70 (8)
55 (7)
84 (14)
77 (7) 1 6

4 Baseline
A
B
C

72 (6)
85 (11)
79 (8)
98 (9)

75 (4)
89 (6)

105 (7)
84 (6)

78 (8)
70 (6)
82 (5)
77 (4) 4 9

Note. Values in parentheses represent standard deviations. Under the heading ‘‘Response rate to ITI,’’ ‘‘Rich’’ and
‘‘Lean’’ refer to responses to stimuli located on sides on which the richer and leaner terminal links would be
presented.

houselights located directly above the left and
right keylights. Thus, the change in house-
light illumination, from two orange side
houselights to a single white houselight lo-
cated centrally, was the only explicit signal of
the transition from ITI to choice phase. The
side keylights during the ITI were illuminated
but not operational (responding had no ef-
fect on the schedules or availability of rein-
forcement), although responses were record-
ed throughout the 4-min ITI. All other
schedule and stimulus conditions were iden-
tical to Experiment 1.

RESULTS AND DISCUSSION

Individual means and standard deviations
for response rates are presented in Table 5,
in addition to responses to the white side key-
lights during the ITI. Although the overall
choice proportions (in Figure 4) were lower
than predicted by delay-reduction theory, this
can be accounted for by the below-indiffer-
ence baselines, suggesting a possible side bias
present in all subjects. However, when ob-
tained differences between the baseline and
experimental conditions are compared to the
predicted changes from baseline, obtained
results better match the predictions made by
Squires and Fantino (1971). Baseline choice
proportions should approximate .50. Squires

and Fantino’s model predicts an increase in
choice proportion to .81 in Condition A, rep-
resenting a .31 change from baseline; the ob-
tained difference from baseline was .27.
Squires and Fantino’s model also predicts an
increase in choice proportion to .57 in Con-
dition B, representing a .07 change from
baseline; the obtained difference from base-
line was .10. The obtained difference
between baseline and Condition C was .22,
more closely approximating changes evident
in Condition A.

Given the stimulus manipulation during
the ITI and the fact that all subjects respond-
ed at least marginally to the side keys while
the ITI was instated, it is unclear how thor-
oughly subjects discriminated between the
ITI phase and the choice phase despite sig-
naling the ITI phase with novel orange
houselights. Choice proportion could be con-
ceptualized in two ways: incorporating rela-
tive responding during the ITI (assuming
that subjects did not discriminate between
the two phases clearly) and as typically mea-
sured by relative responding during the
scheduled choice phase alone. An ANOVA
did not reveal a statistically significant differ-
ence between these two measures of choice
proportion, F(1, 3)5 1.94; p 5 .26, and all
accompanying statistics used the traditional
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Fig. 4. Choice proportion (dark bars) and time allocation (hatched bars) for the richer VI 30-s alternative for
Experiment 3, in which the ITI was signaled by white side keys and novel orange houselights. The error bars represent
standard errors of the means of each data point.
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measure in testing for differences between
conditions. There was a main effect of con-
dition, F(3, 9) 5 13.75; p 5 .001, for choice
proportion and for time allocation, F(3, 9) 5
8.49; p , .05. Post hoc analyses indicate that
preference in the ITI condition (C) was
equivalent to Condition A, F(1, 3) 5 .018; p
5 .90, and was statistically lower than the con-
trol condition, B, F(1, 3) 5 32.4; p 5 .01, sug-
gesting that the ITI did not have an effect on
choice proportions (consistent with a local
analysis of choice). Most measures of absolute
responding did show an effect of ITI manip-
ulation: Response rates in the initial links
were much higher following an ITI presen-
tation (Condition C) than in Condition A,
F(1, 3) 5 13.1; p , .01; response rates for the
leaner VI 90-s terminal link increased be-
tween Conditions A and C, F(1, 3) 5 12.1; p
, .05; and although response rates for the
richer VI 30-s schedule did increase across
conditions (lowest in Condition A and high-
est in Condition C), they were not statistically
different, F(1, 3) 5 4.74; p 5 .12. The sub-
jects’ behavior thus appeared to be insensitive
to ITI manipulation when one examines
choice or time allocation and some measures
of terminal-link response rates, but not when
one examines response rates in the initial
links.

These results are consistent with our pre-
vious findings that time spent in the ITI did
not affect relative choice proportions, regard-
less of how the interval was signaled. Re-
sponse rates during the interval, although
low, might have been expected to facilitate an
effect of ITI manipulation; yet, no subject
showed a decline in choice that would indi-
cate such an effect, even when responding
during the ITI was incorporated into our es-
timation of choice proportion.

EXPERIMENT 4

The prior three experiments tested wheth-
er including an ITI before each choice phase
of a concurrent chain would shift preference
in a manner consistent with a global analysis
of conditioned value (which assumes that the
IRI is the relevant comparator context for
conditioned stimuli). In Experiment 1, the
ITI was correlated with a neutral houselight;
in Experiment 2, each ITI was correlated with
the richer terminal-link stimulus configura-

tion; and in Experiment 3, the ITI was cor-
related with the initial-link keylights and nov-
el houselights. Across all three experiments,
the ITI manipulations had no systematic ef-
fect on choice: Subjects’ preferences matched
their relative response proportions in the pre-
ceding control condition that had the same
schedule values but no ITI preceding choice.
However, some research in classical condi-
tioning has suggested that providing free
food during the ITI of an autoshaping pro-
cedure interferes with the acquisition of re-
sponding to the keylight (Durlach, 1984), al-
though results have been mixed (Cooper,
1991; Durlach, 1983; Jenkins, Barnes, &
Barrera, 1981; see also Mazur, 1994, for ef-
fects of ITI reinforcers on self-control). Per-
haps providing unsignaled free food pseu-
dorandomly during the ITI would increase
choice sensitivity to global temporal variables.

METHOD

Subjects and Apparatus
The subjects and apparatus were the same

as in Experiments 1 through 3.

Procedure
The schedules and schedule values were

identical to those of Experiments 1 through
3. The initial- and terminal-link stimuli were
the same as in Experiments 2 and 3. In Con-
dition C, the ITI was signaled by a single
white houselight over the central darkened
keylight, as in Experiment 1. However, a sin-
gle food presentation (4-s access to grain) was
presented randomly at one of three temporal
positions: at 60 s, 120 s, or 180 s, correspond-
ing to one quarter, one half, or three quarters
through the 240-s ITI. Food presentations
were unsignaled, and the ITI ended after
completion of the remaining time interval.
All subjects were observed informally to eat
during the ITI food presentations. All other
schedule and stimulus conditions were iden-
tical to those in Experiment 1.

RESULTS AND DISCUSSION

The addition of unsignaled free food dur-
ing the ITI should have increased the excit-
atory strength of contextual stimuli during
the ITI and resulted in a subsequent decline
in preference for the richer terminal link by
decreasing the relative conditioned differ-
ence between the two outcomes. Again, av-
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eraged choice was not affected by the dura-
tion of the ITI (Figure 5). There was a main
effect of condition for choice, F(3, 9) 5 7.45;
p , .01, and time allocation, F(3, 9) 5 8.07;
p , .01; Conditions A and C did not differ,
F(1, 3) 5 0.16; p 5 .72, whereas Condition B
differed from both A and C, F(1, 3) 5 12.1;
p , .05, indicating that the ITI was not in-
corporated into subjects’ estimates of relative
conditioned value. Examination of individual-
subject performance reveals the strongest dif-
ferentiation between choice in Condition B
and Condition C, especially for Subject S1,
whose prior choice measures in Condition C
were typically intermediate between Condi-
tions A and B.

Unlike Experiments 1 and 3, there were no
systematic effects of our manipulations on re-
sponse rates in either the initial links or the
two terminal-link alternatives (Table 6). Some
subjects (S3 and S4) seemed to show an in-
crease in response rates to the richer termi-
nal-link schedule during the ITI condition,
and others showed a decline or no effect.
Subject S1 was the only subject to show a dra-
matic decline in absolute response rates in
the initial links preceded by the ITI (a drop
from 82 responses per minute in Condition
A to 16 responses per minute in Condition
C), which may be a residual satiating effect
of the free food during the ITI. It is impor-
tant to remember that Subject S1 had the
lowest 80% body weight at 295 g. This decline
may also be accounted for by the fact that the
initial links were the only components that
were not immediately associated with food.
Thus, they signaled a greater delay to rein-
forcement, resulting in the observed decre-
ment in responding.

These results are consistent with our pre-
vious findings that time spent in the ITI does
not affect relative choice proportions, despite
our attempts to increase the salience of the
interval preceding the choice phase by in-
cluding unsignaled free food in the ITI. Al-
though a decline in choice proportion was
noted in Condition B, in which the initial
links were increased from VI 120-s to VI 600-
s schedules, choice in the critical condition,
C, best approximated choice in Condition A,
indicating that the lengthy ITI had little im-
pact on relative choice measures. It is possible
that a single reinforcer presentation during
the 4-min ITI was insufficient to increase the

excitatory strength of the ITI such that it
would disrupt responding. Indeed, Mazur
(1994) found that using a richer ITI rein-
forcement schedule had a greater impact on
choice in a self-control procedure than did a
leaner schedule. If this is a correct assump-
tion for the present experiment, Experiment
4 would simply reduce to a replication of Ex-
periment 1.

GENERAL DISCUSSION

Although ITIs may be important variables
in modulating animal learning in other areas
of conditioning, such as autoshaping (Gib-
bon, Baldock, Locurto, Gold, & Terrace,
1977; Gibbon & Balsam, 1981), the present
experiments did not reveal evidence to sug-
gest that these contextual variables were rel-
evant in establishing conditioned reinforcer
value in a concurrent chain. The results of all
four experiments support a local contextual
analysis of choice on concurrent-chains
schedules of reinforcement. Adding an ITI,
whether signaled by stimuli uncorrelated with
reinforcement or by stimuli correlated with
obtaining reinforcement, did not affect rela-
tive responding in the initial links of the con-
current chains. In Experiment 1, subjects
were provided a choice between a VI 30-s or
a VI 90-s schedule in the terminal link of a
two-link free-operant concurrent-chains
schedule of reinforcement. Condition A used
moderate VI 120-s schedules in the initial
links, and Condition B used VI 600-s sched-
ules in the initial links. The critical condition,
C, used the same 120-s initial links as in Con-
dition A, but each choice phase was preceded
by a 240-s ITI. Thus, Conditions B and C had
the same mean IRI (6 min), and Conditions
A and C had the same locally measured time
to reinforcement (assuming that the ITI was
not weighted into subjects’ estimates of aver-
age time to reinforcement in assessment of
conditioned value). We might have argued
that if choice proportions in Condition C
matched those in B, the ITI is incorporated
into organisms’ estimates of the relevant com-
parator term when assessing terminal-link
cue value. If, however, choice in Condition C
matched that in A, it would have indicated
that choice in concurrent chains is not me-
diated by the IRI and that the value of stimuli
in the terminal links is best conceptualized
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Fig. 5. Choice proportion (dark bars) and time allocation (hatched bars) for the richer VI 30-s alternative for
Experiment 4, in which a single noncontingent reinforcer was pseudorandomly delivered during each ITI presenta-
tion. The error bars represent standard errors of the means of each data point.



317CONTEXT EFFECTS ON CHOICE

Table 6

Average response rates (responses per minute) in each component of the concurrent-chains
schedule, along with the mean temporal position of the reinforcer presentation (in seconds)
during the ITI, are presented for Experiment 4.

Subject Condition Initial links

Terminal links

Rich Lean ITI position

1 Baseline
A
B
C

83 (5)
82 (5)
38 (12)
16 (5)

84 (8)
68 (5)
79 (9)
54 (3)

73 (9)
60 (5)
70 (6)
37 (19) 121

2 Baseline
A
B
C

58 (2)
61 (4)
59 (3)
77 (5)

40 (4)
46 (2)
48 (3)
22 (7)

34 (2)
34 (4)
47 (5)
41 (14) 113

3 Baseline
A
B
C

104 (8)
70 (7)
95 (14)
79 (3)

77 (3)
72 (2)
98 (8)

135 (2)

117 (9)
75 (10)
124 (9)
111 (10) 125

4 Baseline
A
B
C

77 (6)
93 (9)
79 (4)
86 (7)

81 (8)
72 (7)
65 (2)

105 (4)

74 (4)
70 (7)
76 (4)
72 (4) 123

Note. Values in parentheses represent standard deviations. Values for Subject 1 in Condition C and Subject 3 in
Condition C represent data averaged over the last three sessions; all remaining values were averaged over the last
nine sessions.

relative to the onset of the preceding stimuli
(the initial links). Current findings corrobo-
rate this view that ITIs do not affect choice
responding or time allocation.These general
findings should not be surprising given that
much research has demonstrated that time
spent in the presence of contextually irrele-
vant stimuli, such as the neutral white house-
light employed during the ITI in Experiment
1, tends not to affect temporal discrimination
and measures of conditioned reinforcement
value (Dunn, 1990; Mazur, 1993).

This outcome led to Experiments 2 and 3,
which were identical to the previous experi-
ment except that the ITI was signaled either
by the richer terminal-link keylight and
houselight or by stimuli correlated with the
initial links. Signaling the ITI with these stim-
ulus configurations should have increased the
salience of the ITI, which could have resulted
in a subsequent decline in preference. In-
stead, as in Experiment 1, choice was unaf-
fected by incorporation of the ITI prior to
each choice phase, even when responding oc-
curred during the ITI on the keylights. These
findings suggest that increasing the salience
or relevance (as defined by the relation to
obtaining reinforcement) of stimuli present-
ed during the ITI does not increase the prob-

ability that this temporal unit will alter rela-
tive response rates in a concurrent-chains
paradigm.

Experiment 4 provided unsignaled rein-
forcement pseudorandomly during the ITI.
Such a manipulation could have increased
the excitatory strength or salience of the ITI
and thus increased the likelihood that time
spent in the ITI would decrease choice for
the richer terminal-link alternative. Findings
were consistent with those from the prior
three experiments: The ITI did not system-
atically affect choice proportion, the deter-
minant of which was best described by com-
paring time in the terminal links relative to
time from the onset of the initial links.

These results do not reflect simple null
findings: Inclusion of the ITI did occasionally
affect response rates in the terminal links and
initial links of the concurrent chains, sug-
gesting sensitivity of absolute measures to this
manipulation. Moreover, choice responding
was sensitive to initial-link duration (as re-
quired by delay-reduction theory) in all four
experiments: Choice proportion decreased
systematically and significantly in Condition
B, in which initial-link values were increased
to VI 600-s schedules. An additional and
somewhat curious finding was a correlation
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between changes in the absolute initial-link
response rates and the direction of change in
the choice proportions between Conditions A
and C (conditions characterized by shorter
initial links with and without an ITI). Al-
though choice proportion did not signifi-
cantly differ between Conditions A and C, for
approximately half the cases possible,
changes in response rates in the initial links
produced contrary shifts in preference. If re-
sponse rates increased (from A to C), pref-
erence was more likely to decrease (seven
cases) than increase (three cases) or remain
constant (only one case). If response rates de-
creased, preference was equally likely to show
an increasing trend, from Conditions A to C,
as it was to show a decreasing shift. In the
remaining cases, there were no strong cor-
relations between changes in rate of respond-
ing during the initial links and changes in
preference. This result suggests that absolute
and relative responding in the initial links
may not be wholly independent, so that
changes in preference as a function of ITI
may be mediated by changes in absolute re-
sponding, a possibility that requires further
examination.

Taken together, these results indicate that,
across a range of stimulus manipulations, the
effectiveness of a terminal-link stimulus as a
conditioned reinforcer in a concurrent-
chains schedule of reinforcement is best de-
scribed relative to the onset of the choice
phase, not to the IRI, and more specifically,
that delay-reduction theory does not require
modification to account for potential effects
of ITIs (for a similar view, see Bateson & Ka-
celnik, 1995). Although this set of experi-
ments was designed to emphasize implica-
tions for the delay-reduction model, other
theories of choice are equally affected. Al-
though most models do not incorporate a
term for the ITI, two researchers have made
clear attempts at addressing the implications
that global temporal effects (sensitivity to an
ITI) would have on their respective theories.
Mazur (1995) has concluded, based on a
wealth of research that the current authors
have merely touched upon, that his hyper-
bolic decay model affords no role for context
(ITI), a finding similar to our own concern-
ing delay-reduction theory. However, the hy-
perbolic decay model was developed using a
discrete-trials procedure with a single re-

sponse requirement in the choice phase (Ma-
zur, 1987), and its generality to other proce-
dures (including those similar to the ones
used in the current set of experiments) has
recently been cautioned by Mazur (1995).

Of more interesting note are the potential
implications for Grace’s (1994) contextual
choice model, a descriptive model that has
proven to be highly successful at accounting
for choice. In its simplified form, this model
states that the relative value of an outcome is
a function of its relative immediacy. However,
this value is moderated by the effect of the
context in which the outcome is presented:
The reinforcing effectiveness of a terminal
link in concurrent chains is determined by its
relative value, modified by the ratio of the
mean duration of the terminal links to the
mean duration in the initial links (thus, value
and its functional expression are separate, ac-
cording to the contextual choice model). Al-
though no explicit term for ITI is included
in the model, Grace (1994) has stated that
postreinforcer delays or blackouts are associ-
ated with the terminal links, and their value
should be included in estimates of mean du-
ration of the terminal links. This would in-
crease the effect of context on choice, and
should result in an increase in sensitivity to
terminal-link delays, producing an increase in
preference for the richer terminal-link sched-
ule. However, our own data do not confirm
this assumption. Preference for the richer ter-
minal link did not show systematic increases
when an ITI followed the terminal-link sched-
ules. In only 3 out of 16 possible cases did
choice converge on predictions by the con-
textual choice model if the ITI duration is
incorporated into the estimate of mean ter-
minal-link duration (Subject S3 in Experi-
ment 1; Subjects S1 and S3 in Experiment 4).
Hegarty (1995) has also found partial discon-
firming evidence (as well as partial support)
for both the contextual choice model and de-
lay-reduction theory when ITI values were
manipulated in a self-control procedure.
These findings indicate that a more explicit
tactic must be taken for the contextual choice
model to account for the apparent absence
of ITI effects on choice proportion reported
here and elsewhere.

One possible reason for the absence of ef-
fects may be that the ITI played no role in
modulating choice due to the lack of any re-
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sponse requirements: Subjects often turn
away from darkened keys or engage in extra-
neous behavior when blackouts or ITIs are
presented to them (Dunn, 1990; Goddard &
Jenkins, 1987). Perhaps the ITI had no effect,
in part, because the keylights and other cues
associated with the ITI were not effective
stimuli for the subjects. A response require-
ment might counteract such effects by forc-
ing attention to the response key during the
ITI. W. A. Williams and Fantino (1996) used
response-dependent prechoice periods in a
series of experiments analogous to the ones
described above. They employed response-de-
pendent fixed-interval schedules preceding
each choice phase and manipulated terminal-
link configuration across three independent
studies. Our results corroborate theirs insofar
as no systematic effect of prechoice delay was
demonstrated, despite the response require-
ment. Furthermore, subjects had the oppor-
tunity to respond during the ITI in both the
present Experiments 2 and 3, yet there was
no significant correlation between respond-
ing during the ITI and subsequent choice.
Whether subjects actively responded during
the ITI had no apparent influence on choice.

It is not evident that the current findings
should generalize to other procedures; clear-
ly, behavioral effects of ITIs have been dem-
onstrated in discrete-trial concurrent-chains
(Mazur, 1993) and autoshaping preparations
(Cooper, 1991). One additional difference
between those studies and our own concerns
our lack of differentially signaling the ITI
where possible: Sensitivity to ITI manipula-
tions may be enhanced in choice procedures
by use of different ITIs (either temporally or
by use of distinct stimuli) dependent upon
the alternative chosen (Dunn, Williams, &
Royalty, 1987), although findings are neither
robust nor consistent across studies (B. A.
Williams & Dunn, 1991). The stimuli corre-
lated with the ITI in the present set of studies
might have been more effective had we em-
ployed a distinct ITI following the VI 30-s ver-
sus the VI 90-s terminal link. Yet data from
our laboratory indicate that sensitivity to the
addition of an ITI preceding the initial links
of a concurrent chain may indeed be evident
without differentially signaling the ITI, under
conditions in which percentage reinforce-
ment schedules were used (unpublished
data). Furthermore, Hegarty (1995) was able

to produce reliable effects on a self-control
task (with humans) without differentially sig-
naling the ITIs (Experiment 5). Thus, pre-
suming that effects of our ITI manipulation
were not observed because the ITI employed
was identical across trials seems to be ill-suit-
ed to the above positive findings under cir-
cumstances similar to the present studies.

In concluding, our results suggest that a lo-
cal contextual analysis of conditioned rein-
forcement (i.e., one that describes the value
of a stimulus relative to the onset of the pre-
ceding stimulus) is more appropriate for de-
scribing performance in concurrent-chains
schedules of reinforcement than a global
analysis (i.e., one that considers the IRI to be
critical in describing conditioned value). This
does not indicate that there are no conditions
under which a global temporal analysis would
be appropriate, only that such a condition or
conditions have not been detailed. In terms
of delay reduction, however, we need not
amend its basic formulation at this time, but
may now be more specific with respect to its
measurement. Based on the present experi-
ments, it appears that the time intervals that
determine the effectiveness of a stimulus as a
conditioned reinforcer are the reduction in
time to reinforcement signaled by the onset
of that stimulus relative to the reduction in
time to reinforcement as measured from the
onset of the prior stimulus condition.
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